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Abstract - Human Bone Cancer - osteosarcoma (osteogenicgajcis the malignant primitive bone tumor
occurs most commonly for the children and adolescdnoften affects the long bones of the arms legd at
areas of rapid growth around the knees and shautfarhildren. Once cancer is detected, we shoonddvkhow
much area is affected. This will help to take thwstpdiagnosis decisions. Dermoscopic images hagat gr
potential in the early diagnosis of malignant Ostgooma. The diagnosis can also be done manually bu
computer aided diagnosis such as Digital Image ®etation leads to the development of many new
segmentation methods in this field. In this papemopose and evaluate C-mean based Fuzzy Hopfieldal
Network, Adaline Neural Network and Regression MéWNetwork for the segmentation of skin lesions in
dermoscopic images. The segmentation is done tisinthree methods and the segmented results diame
using different performance metrics.

Keywords— Segmentation, Fuzzy, Neural Network, Hopfield naéwnetwork, Regression neural network,
Adaline neural network

category, the approach is to partition an imagedas
1. INTRODUCTION on abrupt changes in intensity, such as edges. The

Dermoscopy, also known as epiluminescencBrincipal approaches in the second category aredbas
microscopy, is a non-invasive skin imaging techeiqu®n Partitioning an image into regions that are Eimi
that uses optical magnification and either liquigiccording to a set of predefined criteria. A large
immersion or cross-polarized lighting, makingNUmbers of algorithms have been proposed in
subsurface structures more easily visible wheRrévious years. One of the Conventional image
compared to conventional clinical images_segmentanon algorithms is clustering by which

Dermoscopy allows the identification of dozens offomogeneous properties around a given pixel are

morphological features such as pigment network§nlarged.
dots/globules, streaks, blue-white areas, and lidstc

This reduces screening errors and provides greater The crisp segmentation methods such as region
. . g erc P 9 Sgrowing, k-means, and split and merge methods are
differentiation between difficult lesions such a

. . . o ; penerally used for image segmentation. Besides this
pigmented Spitz nevi and small clinically equivoca : .
soft segmentation methods were also seen effective

!esmns.To diagnose the osteosarcoma in dermos_c_oqxr segmentation. Segmentation methods are applied
images Image segmentation is used which subdivides

an image into its constituent regions or objectse T fom the artificial intelligence field, especiallysing

) . ._neural networks approaches. The present survey is
segmentation should stop when the objects or '8910ltended to be a more comprehensive study of the
of Interest in an apph_catlon have bge n detec_ted; ! existing Neural-network-based segmentation
used in image analysis and recognition. For Ingit”'Smctechniques. Adaline Neural Network which is a linea
for the automated detection of cancerous cells fro

mammoaraphic imaaes. seamentation followed b etwork introduced in this paper to segment the
ograp ges, segn . icroarray image of human osteosarcoma. In 1982,
recognition or classification is required. Anothe

r : )
example is that of automatic nondestructive testin@ﬁiréf;]eIgogge)ggzgdamg_;chggléﬁs/eHgg::el?ﬂQ:w‘\;oril;’

techniques, such as automatic inspection of weldin . .
q P : Cfecurrent network in which all neurons are conrakcte
0

castings, detection of foreign bodies within foo . .
. . each other, with the exception that no neuro® ha
products, etc. Such techniques involve the : . :
: : . . any connection to itself [4].The Hopfield neural
segmentation of the image, and detection of passib . :
. . ; o network, well-known technique used for solving
anomalies or foreign bodies within. Therefore the

output of such a svstem is. in most of the Caseoptimization problems based on Lyapunov energy
direpctl dependant gf the sé mented output of thenCtion' Combination of Fuzzy and Hopfield is a

ectly dep 9 output ¢ ood technique for some problems. Lin, Cheng and
original image. Most of the segmentation algorithm

are based on one of two basic properties of ingnsi.. proposed the segmentation of single and multi-
> L IC prop ree spectral medical images using a fuzzy Hopfield akur
values: discontinuity and similarity. In the first
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network [2],[5]. Generalized Regression neural Clustering analysis is based on partitioning a
network is also used for the segmentation of the skcollection of data points into a number of subgup
lesions. where the objects inside a cluster (a subgroupyvsho
certain degree of closeness or similarity. Clustgri
2. SEGMENTATIONALGORITHMS methods can be considered as either hard (crisp) or
. fuzzy depending on whether a pattern data belongs
2.1 Adaline Neural Network exclusively to a single cluster or to several @dust
ADALINE (Adaptive  Linear ~ Neuron or with different degrees. In hard clustering, a
later Adaptive  Linear Element) is based ormembership value of zero or one is assigned to each
the McCulloch—Pitts neuron. It consists of a WQI@Tt pattern data (feature Vector), whereas in fuzzy
bias and a summation function. It was first devetbp C|ustering' a value between zero and one is ag*igne
to recognize binary patterns so that if it was me@d to each pattern by a membership function. The Fuzzy
streaming bits from a phone line, it could predi® C-means clustering algorithm is based on the

next bit. The difference between Adaline and theninimization of an objective function called C-mean
standard perceptron is that in the learning phhse tfynctional .It is defined as:

weights are adjusted according to the weighted gum N c "

the inputs (the net). In the standard perceptimnet In(U, V) = Z Z u, dz(X- ’Vu) @
is passed to the activation (transfer) function el ' jFl b= )
function's output is used for adjusting the weights Where V= [\, V,.....Vd], is a vector of
Adaline is a neural network with multiple nodescluster prototypes

where each node accepts multiple inputs ang;;y Hopfield Neural Network method (FHNN
generates one output. Given the following variables method): In this part, the new image segmentation

*  Xisthe input vector method based on Fuzzy Hopfield neural network is
*  wis the weight vector introduced. This method use the fuzzy c-means
*  nisthe number of inputs algorithm to eliminate the need for finding weigtui
. 6 some constant factors in the Lyapunov energy function. The number
. y is the output of neurons used to construct the Network depends on
then we find that the output is the image size; the larger the image size, the more
n neurons that are required. These neurons are fully
y= ij w; +6 interconnected. The total input of neuron (i, k)
i=1 (1) denoted as Ngt can be formulated as
If we further assume that,, 1= 1 andw, . ;=6 then N ¢
the output reduces to the dot product of x andlel;,kzz WiiVigthie ©
w, Y = X;.W;. Adaline Network is a simple Neural g=L j=1

. . where N is the number of data points, c is

Network with two Neuron Layers - one input Neuron :
number of clusters, )y denotes the binary state of
Layer and one output Neuron Layer. The outputrlayeneuron G.0), Wiy iS interconnection weiaht between
has only one Neuron node. Adaline Network is alsg @), Wika 9

the first Neural Network we built that "learns".h@ curon (LK) and neuron (J’q)’“‘l. Is external bias
. ha s . X vector for neuron (i,k). The Hopfield neural netlwor
learning rule is simple: We give it some input ey

consists of N x ¢ neurons that can be conceivedzas

fire the Network, and compare the output value Wmﬂ) array for the image-segmentation problem and the
the desired value. If there is any discrepance, ﬂ]_yapunov energy function is given [2] as

Links in the Link Layer will adjust their weightstil 1M N < G N e
the rate of error is smaller than our tolerancee Th__+ _
weight vectow can be obtained by minimizing thehE_Z;Z;Z;Z;Vivkka?mvjvq ;;Ii'kvi'k
least-squares-error criterion. The delta learninkg r S 4 -

ado_p_ted in ADALINE is a data-adaptive technique fO(Nhen the Lyapunov en(er)gy function is minimized
deriving a least-squares-error solution. Let usiiaes the neural network reaches a stable state Ttle

] is the learning rate (some constant e :
. 3 is the desiredgoutpu(t ) optimization problem can be mapped into a 2D fully
interconnected Hopfield neural network with the

Ny ois the actual output uzzy c-means algorithm. The total input for neuron
then the weights are updated a%' k) can be modified [2] as

follows W — w+7(d —0)X. The ADALINE

2

converges to the least squares error whictE is _ - +

(d-0)2, Nete = | X _Zl,vvi,k;i,q:uir:q e ()
=

2.2 Clustering Algorithm and Lyapunov energy can be changed [2] as
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2 2
L N N
E::EEZE::E:/A,k[)& _-:E:\AAk;Lq/qu } - 1. N ¢ 1
> S htd © =T E s T e

The normalization operation guarantees that each

N
m is the fuzzification parameterz W ,U-m is image pixel will be absorbed on several classel wit
= Litaltig certain probability degrees so there will be N data

the total weighed input received from the neuron oints ass:igned among ¢ (;Iusters. The .minimiz.aIfon
i,q), % is x pixel value of image , and membershig®"€"9Y E is greatly simplified bec_:ause it contmnl;/
value  is the output state at neuron (i,k). A neurorgne term ar?d he_n(;]e_ thef requwe;men'([j (g hav_lng to
(i,k) in a maximum membership state indicates at etermine the weighting factors A an vanisnes.
pixel belongs to class i. The 2D Hopfield neura omparing Eg. (9) _W'Fh the m0d|f|_ed energy function
network represents cluster centroids in columns, a 9. (_6)' the sygaptl;c |_nte(;connect|on weights awel t
image pixel in rows. In order to generate an adegua'@S INPUt can be obtained as

classification with the constraints, we define _ Xg

Lyapunov energy function as follows [2]: Wi,k:J,q N (10)
’ Zﬂf?q
1N N ¢ h=1
SIS WAL ()27 S BT
kﬂJ-l 25)4n k=1i=1
= " By introducing equations (10) into (5), the inpaot t

(7) neuron (i,k) can be expressed as
E is the total intra-class scatter energy that aatso 2
for the scattered energies distributed by all ixel N
same class. More specifically, the first term withi m | _ 2_n 2
class scatter energy, minimizes the intra- clagy et z N Xabhiq | =Dacvil=D i)
Euclidean distance from a sample to the clustetecen o=l Z,U,
in any given cluster and the second term which h=1
guarantees those number of data point N in image ca (11)
only be distributed among these c classes, imposébe membership function for k-th pixel is given as
constraints on the objective function [2]. The dfyal > -1
of classification result is very sensitive to the c( Net m-1
weighting factors and to search optimal values for . z K (12)
these weighting factors is expected to be time- =t Netjyk

consuming and laborious. To alleviate this problam,

Hopfield neural network with a fuzzy c-meansThis membership function is effective to minimize
clustering method, called FHNN, is proposednew objective function in iteration. New objective
Because each image pixel can only be occupied ynction consists of average distance between image
one class, the summation of states in the same r@ikels and cluster centroids for separate and compa
equals 1. This also ensures that only N data poingustering. New objective function is given as

will be classified into these c clusters [7]. Tiatthe 1<

network must match the following constraints J= —Z Z ,ui'l ka (13)
c k=1 i=1

Z,uiyk =1 (8) The FHNN Algorithm steps are given below:

1) Given the data set X, choose the nu mber of
clusters 1 < ¢ < N, the weighting exponent m > 1

Zz,u“( =N (Membership functions for large value m are fuzzier
k=1 i=1 than those for small value m, but the interconoacti

Therefore, the energy function can be furthefyeights are updated slowly) , the termination
simplified as tolerances > 0 (is used as a criterion to determine the

performance of the objective function. The lardes t
threshold value, the less the numbers of iterations
will, however, be the optimal membership function
cannot be found) and the norm-inducing matrix A.

2) Normalization, (gray levels of image)
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3) Calculate of primary centroids vO. D;, between the training sample and the point of
4) Compute the distances prediction is smallexp(-D ’l20?), becomes big. For
D 2, = (%) TA(X-vi), 1< i< ¢, I<keN. D; =0, exp(-D %20 ?), becomes one and the point of

evaluation is represented best by this trainingpdem
The distance to all the other training samples is
£ bigger. A bigger distancd); , causes the termxp(-
UO= 1O = ZC: Dia |™™ D/¥20% to become smaller and therefore the
T Mk T D contribution of the other training samples to the
kA prediction is relatively small. The terij* exp(-Q
’l20?) for the jy, training sample is the biggest one
and contributes very much to thaediction. The

5) Compute the initial membership value

2 -1

=

6) Compute new cluster centroid

N
vi= Z 1 X, 7 standard deviation or the smoothness parameter is
' e N m -4 subject to a search. For a bigger smoothness
Z,Ui,h parameter, the possible representatiothefpoint of
h=1

) ) evaluation by the training sample is possible for a
7) Calculate the input to each neuron (j,k) wider range oK. For a smallalue of the smoothness
2 parameter the representation is limited to a narrow

N 1 range ofX, respectively.With (14) it is possible to

Net,= | X, _z Xq’um . Dpr_e(_jict behavior of systems based on few
' = N ha training samples
Z'ui,h » predict smooth multi-dimensional curves
h=l » [linterpolate between training samples.
8) Compute new membership value (Fuzzy c-means)
2 * 3. PERFORMANCE MEASURES
U, = ZC: Net, |™ When three or more treatments are studied in
Lk = Net. parallel, a comparison is necessary for each treatm
3 to assess whether one of the treatments is sugerior
9) Compute 9 the other. Here three treatments are studied amd fo
18 < different metrics were used to quantify the
Jt :_Zzlui";( Di2k segmentation. The segmented output image is
Nisio ’ compared with the ground truth image by using
performance metrics. To define these metrics let SR
10) If | 3% 3" |>e go to step 6, otherwise stop. denote the result of an automatic segmentation

method and GT denote the Ground truth segmentation

obtained by the medical expert. Both SR and GT are
Generalized regression neural netwars a Binary images such that all the pixels inside theve

kind of radial basis network that is often used fof@ve label 1 and all others have label 0. The owtri

function approximation. Radial basis transfer fioret '€ calculated as follows:

calculates a layer's output from its net |nput..sTh|3_1 False Positive Error (FPE)

takes one input, N -- S x Q matrix of net input

(column) vectors and returns each element of N When performing multiple comparisonsan

passed through a radial basis function. The prdibabi statistical analysidalse positive rate is the probability

density function used in GRNN is the Normalof falsely rejecting the null hypothesis for a

Distribution. particular test among all the tests performed.hi t

2.3Regression Neural Network

n Y false positive rate is a constaat for all tests
ZYi ex[{ '2 j performed, it can also be interpreted as the erpect
Y(X)— i=1 20 proportion among all tests performed that are false
T on - D2 (14) These metric measures the rate of pixels classiged
ZeXF{ '2 j lesions by the automatic segmentation that were not
i=1 20 classified as lesion by the medical expert.
D = (X =X)".(X = X)) FPE (SR,GT) = 7SRO CT) 4
Each training sample;, is used as the mean of a #(GT)

Normal Distribution. The distancd;, between the

training sample and the point of prediction, iscuss 3.2 False Negative Error (FNE)
a measure of how well the each training sample can

represent the position of predictiox, If the Distance,
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The FNR measures the rate of pixelssiiag -r@ar TG0

as lesions by the medical expert that were not - Qs Qoe
classified as lesion by the automatic segmentation. o O 0927
3030.0009.
#(SRn GT -89
FNE (SR,GT) =1—¥ (16) »
#(GT)
Clinically, this is worse of two types of error. .@0

o« 9066 00

3.3 Coefficient of Similarity

. Fig. 2: S ted | Using Adaline Neural Nekw
The mean and the standard deviationhef 9 egmented ‘mage Lsing Acaline Reura or

coefficient of similarity between the automatic and The second method proposed is FHNN which
the manual segmentation is given by uses fuzzy C-means for clustering of affected negio
from unaffected region that involves initially fig of
_ |Vmanua|—Vaut0matiJ certain parameters and then the process of clogteri
O=1- (17) The segmented image using this method is shown in
Vimanual the fig. 3.
3.4 Spatial Overlap 10009 Q08
. T Cg®e . Qoe
The measure of spatial overlap between the 29 02080709
automatic (algorithmic) and the manual segmentation :OCC::: .?.
2%y . 20, * 83007
is given as [ = Int er sedtion (18) .;‘o +Q0=)?0
Vmanual + Valg orithm %Oam

4. EXPERIMENTAL RESULTS
Fig. 3: Segmented Image Using FHNN
The Malignant melanoma is diagnosed using _ ) )
the three image segmentation methods. The original The third method Regression linear netwark,
microarray image of malignant osteosarcoma igtandard network that uses radial basis function is

shown in figure 1. The size of the image is 256 %reated. The GRNN is trained by the input samples
1200. and the corresponding target vectors that are taken

from the malignant melanoma image. The segmented
result is shown in the fig. 4.

208
8 J-0

oo
o> 0068) 80

Fig. 1: Original microarray image of osteosarcoma

The adaline neural network plays an &ffit Fig. 4: Segmented Image Using GRNN
role in dermoscopic image segmentation. The network
is constructed and is trained with about 200 trejni 5 COMPARISON OF THE 3
samples and the corresponding training targets. The SEGMENTATION METHODS

training samples are the pixels taken from the
Melanoma digital image. The neural network trained The Ground truth image whose parameters are

by the taken training samples segments the affectghen as a reference to measure the performance
region from the unaffected region and the segmentefatrics is shown in Fig. 5.

result obtained is shown in the fig. 2.
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Coefficient of Similarity
-4 e 0.92
o4 * 0.2
o 0.88
ol 0.86
0.84
D ! e 0.82 B Coefficient of
*
0.8 similarity
& >
Fig. 5: Ground Truth Image < &@z‘éi\&“e
¥ &
}
The four measures are calculated for the Q%%
segmented images obtained by the three segmentation

?;itjrll':)sdtsheF(F))re:?(())rrr?]ae:l?:ger:feggﬁlr)ésslsa(r)é tzgrsgg?e[gnt_rﬁ% 8: Coefficient of similarity for different segentation methods
comparison of the three methods based on The Coefficient of similarity clearly showseth
FNE,FPE,Coefficient of similarity and Spatial closeness or similarity of the segmented resulh wit
Overlap are shown in the figures 6-9 below. the Ground truth image. While comparing the
coefficient of similarity of the results obtainecbin

False Positive the 3 segmentation methods the Fuzzy Hpoefield
Neural Network stood best with a value of 0.9118
8000 —— which is close to 1. The Coefficient of Similaribf
R FHNN is 0.897 and for GRNN is 0.8498. The Spatial
2090 1 Overlap of GRNN is 0.945 and for FHNN and
3000 Adaline are 0.932 and 0.9381 respectively.
2000
1008 mFalse Positive
Spatial overlap
@“% 5*@ §
MRS 0.95
?35” & 0.94
o 0.93
Q.92
.91
Fig.6: FPE for different segmentation methods 0_082 m Spatial
088 overlap
The FPE for Fuzzy Hopefield Neural Network is the
smallest among the three with 4368 and this is show
best. While considering the FNE the FHNN method
provides lowest error of 551.
False Negative Fig. 9: Spatial Overlap for different segmentatioethods
288 6. CONCLUSION
N In this paper, various segmentation methods
190 1 (Adaline NN, GRNN, FHNN) for the diagnosis of
200 - bone lesions in Microarray images are proposed and
100 1 'fqil;:tive the performance is evaluated. These methods are
’ simulated on real medical image to evaluate their
& & F f The i ted b t
& &S performance. The image was segmented by an exper
Ys;?'\ .,«"*“'% dermatologist and the ground truth image is taken f
*° evaluation. The Fuzzy Hopefield Neural Network has

shown best result when Coefficient of similarity,
Spatial Overlap and FPE are considered. Basedeon th
results it is found that the methods provide better
segmentation and thus it is capable of diagnogieg t
disease more efficiently.

Fig. 7: FNE for different segmentation methods
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